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Abstract—The paper explores the properties of positive 
interval dynamic systems in continuous-time, via two types of 
techniques, and develops a comparative study between the two 
approaches. The first type is based on the properties of the row 
and column representatives corresponding to the vertex set of 

the interval matrix [ , ] n n   A A ℝA . The second type 

employs the properties of the dominant vertex A+ of the 
interval matrix. The results, separately derived for the two 
approaches, show the equivalence between the Hurwitz 
stability of matrix A+, the existence of several classes of 
Lyapunov functions, and the existence of several classes of 
exponentially decreasing sets that are positively invariant with 
respect to the interval system dynamics.  
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I. INTRODUCTION 

A. Research context 

The concept of row and column representatives 
associated with a nonempty set of matrices was introduced 
in [1] and [2] that exclusively focused on the algebraic 
properties corresponding to P (P0) matrices. The connection 
to dynamical problems was made at the end of the decade 
2000–2010 by paper [3] interested in Lyapunov functions 
for switched positive linear systems. During the same 
period, column representatives have been used by several 
noticeable works studying the characterization of linear 
copositive Lyapunov functions for arbitrary switching 
positive linear systems with continuous-time dynamics [4], 
[5], or discrete-time dynamics [6]. For both cases, paper [7] 
presented results on max-type Lyapunov functions that 
relied on row representatives. 

Our recent paper [8] constructed a global picture of the 
use of row and column representatives in the qualitative 
analysis of arbitrary switching positive systems. Stimulated 
by the mentioned research, in this paper, we are going to 
explore the dynamics of positive interval systems, by 
applying the theory of representatives to the finite family of 
interval matrix vertices.  

Towards this goal, we consider the positive interval 
system 

0 0 0 0( ) ( ), ( ) , , , ,t t t t t t t    x Ax x x Aɺ ℝ A , (1) 

where 

  | [ , ]
not

n n        A A A A A AℝA  (2) 

is an interval matrix defined by componentwise inequalities 

(see notations in Section II), and each element A A  is a 
Metzler matrix, or, equivalently, an essentially nonnegative 
matrix (with all off-diagonal entries nonnegative). The key 
particularity in the dynamics of system (1)&(2) is the 
behavior of any trajectory initiated in the positive orthant, 
which remains therein forever (e. g. [9], [10]). 

On the other hand, the dynamics of interval systems of 
general form (not necessarily positive) was addressed by 
exploiting the properties of a dominant matrix that majorizes 
all matrices belonging to the interval matrix. A series of 
important ideas related to the diagonal stability of interval 
systems can be found in the monograph [11], chapter 3 and 
the references therein. Significant expansions of these ideas 
were later reported by our articles [12] (that refers strictly to 
interval matrices) and [13] (that refers to matrix polytopes, 
where interval matrices represent a particular case). Within 
the context of polytopic systems, it is worth mentioning the 
results presented by [4] for the existence of copositive 
Lyapunov functions associated with switching and polytopic 
systems, respectively. 

B. Paper objectives and organization 

Our current work intends to develop a comparative study 
for the exploration of positive interval systems dynamics, by 
the two types of techniques briefly summarized above:  

 techniques relying on the properties of row and column 
representatives associated with the set of the interval matrix 
vertices: 

   21 ,..., , 2K n n nK  A AA ℝ ; (3) 

 techniques relying on the properties of the dominant 

vertex 


A  of the interval matrix, which ensures the 
fulfillment of the componentwise inequalities: 

 : , 1, , K     A A AA … . (4) 

Our exposition is organized as follows. The notations 
used for presentation are detailed in Section II. Section III is 
devoted to analysis tools derived from the theory of row and 
column representatives associated with the vertex set (3). 
Section IV is dedicated to analysis tools derived from matrix 
measure inequalities associated with the matrix inequalities 
(4). Section V constructs a comparative analysis of the 
techniques exploited by Sections III and IV, and emphasizes 

the role of the properties of the dominant vertex 


A  – 
unlike arbitrary polytopic systems that, in general, do not 
have a vertex exhibiting such properties. Section V 
formulates some concluding remarks on the research 
progress supported by the current work.  
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II. PREREQUISITES 

We use the notation || || p  for both the Hölder vector  

p-norm, as well as the induced matrix p-norm. The value 
1

0
( ) lim (|| || 1)p phh

h


  M I M  is the matrix measure 

based on the matrix norm || || p  - see ([14], Fact 4.11.5). 

For vectors as well as for matrices, the notation T  

means transposition. A matrix n qM ℝ  is called: 
• nonnegative, 0M , if all its entries are nonnegative; 

• semi-positive, 0M , if it is nonnegative and at least an 

entry is positive; • positive, 0M ≫ , if all its entries are 

positive. For 1 2, n qM M ℝ , the matrix inequalities 

1 2M M , 1 2M M  and 1 2M M≫  mean 1 2 0 M M ,

1 2 0 M M  and, respectively, 1 2 0M M ≫ . A square 

matrix n nM ℝ  is called: • essentially-nonnegative 
(Metzler) if all its off-diagonal entries are nonnegative; 
• essentially-positive if all its off-diagonal entries are 

positive. If matrix n nM ℝ  is symmetric, then 0M ≻   

( 0M ≺ ) means “ M  is positive (negative) definite”. 

For a square matrix n nM ℝ , let us denote its 

eigenvalues by ( )i M ℂ , 1, ,i n … . If n nM ℝ  is 

(essentially) nonnegative, then: • M has a real eigenvalue 

max ( ) M  so that: (i) max| ( ) | ( )i M M , 1,...,i n  (for 

M nonnegative); (ii) maxRe{ ( )} ( )i M M , 1,...,i n  

(for M essentially-nonnegative). • M has semipositive right 

and left eigenvectors ( ) 0r M , ( ) 0Mℓℓℓℓ , corresponding 

to max ( ) M . • If M is irreducible (the associated graph is 

strongly connected) then max ( ) M  is a simple eigenvalue 

and the associated eigenvectors are positive ( ) 0≫r M , 

( ) 0≫Mℓℓℓℓ  (see ([14], Fact 4.11.5). 

Let  1, , K n n … ℝM MM  be a set of matrices. 

For :{1, , } {1, , }n K … … , let ( (1), , ( ))n  … ; 

denote by   the set of all n-tuples with values in {1, , }.… K  

For      , the matrix 

(1)
1

( )

row ( )
...
row ( )

n n

n
n






 
  
  

ℝ

M
M

M
 is a 

row representative of the matrix set M ; the set of all row 

representatives is denoted by 
#

M . Similarly, the matrix 
(1) ( )

1column ( ) ... column ( )n n n
n

      ℝM M M  is a 

column representative of the matrix set M ; the set of all 

column representatives is denoted by 
#

M . If all matrices 

from M  are (essentially) nonnegative, then all matrices 

from 
#

M  and 
#

M  are also (essentially) nonnegative [3]. 

III. RESULTS DERIVED FROM VERTEX REPRESENTATIVES  

This section presents analysis instruments for the 
dynamics of positive interval systems derived from the 
properties of the row / column representatives associated 

with the vertex set A  (3) of the interval matrix A  (2). The 

proposed results rely on the following lemma, which refers 
to an arbitrary set of essentially nonnegative matrices (not 
necessarily the vertices of an interval matrix). 
Lemma 1. 

Let  

  1,..., K n n  ℝM MM  (5) 

be a set of essentially nonnegative matrices.  
(a) Consider the greatest eigenvalue of all row 

representatives 
#

M  associated with M (5)  

 maxmax ( )  
    




 M   (6)  

which corresponds to one or several row representatives 

from the set  #

max| ( ) 
        M MM M . For any 

0  , there exist [ , )s       and a positive vector 

ℝnw , 0≫w , such that 

 , 1,...,s K  M w w   (7) 

(b) Consider the greatest eigenvalue of the column 

representatives 
#

M  associated with M (5)  

 maxmax ( )  
    




 M  (8)  

which corresponds to one or several representatives from the 

set  #
max| ( )          M MM M . 

For any 0  , there exist [ , )s       and a positive 

vector , 0nℝ ≫w w  , such that 

 , 1,...,T Ts K  w M w   (9) 

Proof: (a) If the set 


M  contains an irreducible matrix 




M , then the pair ( , )s w , with max ( )s   
   M  and 

( )
w r M  represent the unique solution to inequalities (8), 

as per ([7], Lemma 1). If all the matrices in 


M  are 

reducible, then ( , )s w  can be defined by using the row 

representatives associated with the set ( )c c  M M E�, 

1, , K  … , where 0c  , and 
n n

ije    E ℝ  with 

0iie   and 1ije   for i j . The set ( )cM  means a 

slightly perturbed form of M (5), where all matrices are 

essentially positive (instead of essentially nonnegative) and, 
consequently, irreducible. Thus, any matrix 

( ) ( )c c
 
M M  can provide max( ) ( ( ) )s c c 

 
  M , 

( ( ) )c


 w r M  that represent the unique solution to 

inequalities (8) written for matrices ( )c
M , i.e. 

( )c s M w w , 1,..., K  . Subsequently, inequalities (8) 

written for 
M  are also solved, since ( )c M w M w . 

Obviously, for 0   arbitrary small, there exists ( ) 0c    

so as max( ( )) ( ( ( )) )s c c     
  

   M .  
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(b) The proof is similar to the proof for (a). ■ 
Now we can focus on the dynamics analysis for the 

positive interval system (1)&(2). The use of Lemma 1 for 

the vertex set A  (3) of the interval matrix A  (2) means the 

following particularizations. All row (column) 

representatives associated with A  (3) are essentially 

nonnegative matrices that satisfy the componentwise 

inequalities 
A A  and 

A A ,       , which imply 

 A A , max ( )   A , and 
 A A , max ( )   A , 

respectively, as per ([14], Fact 4.11.18).  

Theorem 1. 

Consider the positive interval system (1)&(2). The 
following statements are equivalent:  

(i) Matrix A  is Hurwitz stable. 

(ii) All matrices A A  are Hurwitz stable. 

(iii) There exist a positive vector , 0nℝ ≫w w  and a 

negative constant 0s   that fulfill the inequality 

 s A w w . (10) 

(iv) There exist a positive vector nw ℝ , 0w ≫ , and a 

negative constant 0s   that fulfill the inequality  

 T Ts w A w . (11) 

(v) There exist a positive vector 
nw ℝ , 

1[ ] 0nw ww … ≫ , and a negative constant 0s  , for 

which the max-type function of the form  

 
1,

: , ( ) max in

i n i

x

w
 



 
   

 
xW Wℝ ℝ , (12) 

is a Lyapunov function for the interval system (1)&(2), 
satisfying the inequality 

 
1

0

D ( ( ))

lim ( ( )) ( ( )) ( ( )),

t

hh

t

t h t s t







     

x

x x x

W

W W W
 (13) 

along any non-trivial trajectory. 

(vi) There exist a positive vector nw ℝ , 

1[ ] 0nw ww … ≫ , and a negative constant 0s  , for 

which the linear function of the form 

1

: , ( )
n

n T
i i

i

w x 


  x w xW Wℝ ℝ , (14) 

is a Lyapunov function for the interval system (1)&(2), 
satisfying the inequality 

 1

0
D ( ( )) lim ( ( )) ( ( )) ( ( ))t hh

t t h t s t


   x x x xW W W W , (15) 

along any non-trivial trajectory. 

(vii) There exist a positive vector nw ℝ , 

1[ ] 0nw ww … ≫ , and a negative constant 0s  , for 

which the sets  

1, ,
( ) max , , 0in st

i n i

x
t e t

w
  



  
       

  
xX

…

ℝ ℝ , (16) 

are positively invariant with respect to the trajectories of the 

interval system (1)&(2), i.e. any trajectory 0 0( ; , )t tx x  of 

system (1) initiated at 0t ℝ  in 0 0 0( ) ( )t t x x X  

satisfies 0 0( ; , ) ( )t t tx x X  for any 0t t . 

(viii) There exist a positive vector nw ℝ , 

1[ ] 0nw ww … ≫ , and a negative constant 0s  , for 

which the sets of the form 

1

( ) , , 0
n

n s t
i i

i

t w x e t  


 
     
 

xX ℝ ℝ , (17) 

are positively invariant with respect to the trajectories of the 
interval system (1)&(2). 

Proof. ( ) ( )i ii : Consider 0   so that 0  I A . 

Hence 0    I A I A ,  A A , that implies 

max max( ) ( )      A A , according to ([14], Fact 

4.11.18), meaning that max max( ) ( ) 0   A A ,  A A . 

( ) ( )ii i : It is obvious, since  A A . 

( ) ( )i iii : Applying Lemma 1 with max ( ) 0   A , 

there exists 0   so that inequalities s A w w , 

1,..., K  , are satisfied with 0s       , and 

nw ℝ , 0w≫ . This pair ( , )s w  also solves (10), which 

represents a subset of inequalities s A w w , 1,..., K  .  

( ) ( )iii i : Consider 0   so that 0  I A . Inequality 

(10) implies ( ) ( )s   I A w w  which ensures 

max max( ) ( )I s         A A  as per ([15], 

Corollary 8.1.29), meaning max ( ) 0s   A . 

( ) ( )i v : Applying Lemma 1 with max ( ) 0   A , 

there exists 0   so that inequalities s A w w , 

1,..., K  , are satisfied with 0s       , and 
nw ℝ , 0w≫ . In other words, the inequality sAw w  is 

fulfilled for any vertex of the interval matrix A  (2), and we 
are going to show that the inequality holds true for any matrix 

A A  due to the convexity of A . For any A A , 0  , 

1
1

K 





 , such that 
1

K  





A A , therefore  

1 1 1

( ) ( )
K K K

k k k

s s      
  

 
    
 
  Aw A w A w w w . 

On the other hand, given a trajectory of system (1)&(2) 

corresponding to an arbitrary A A , for the function 

( ( ))txW , at any  ℝ  there exists    and {1,..., }k n  

so that [ , ) : ( ( )) ( )k kt t x t w   xW . Subsequently, for 

[ , )t    the following inequality holds true  

1

1,
1

( )( ) 1 1
D ( ( )) ( )

( )1 1
max ( ( )) ( ( )).

n
jk

t k kj j
k k k jj

n
j

kj j k
j n

k j kj

x tx t
t a w

w w w w

x t
a w sw t s t

w w w







  

      
       

      





x Ax

x x

W

W W

ɺ

 

143



( ) ( )v i : Along any trajectory generated by 
 A A , the 

function ( ( ))txW  (12) satisfies (13), showing that the 

equilibrium {0} of system (1)&(2) with 
A A  is 

exponentially stable. Hence, matrix 


A  is Hurwitz stable. 

( ) ( )v vii : Inequality (13) implies that for any trajectory 

0( ) ( ;0, )t tx x x  initiated in arbitrary 
0 (0) 0 x x , the 

function ( ( ))tW x  satisfies 0( ( )) ( )stt eW Wx x , according 

to ([16], Theorem 4.2.11). Hence, for any A A  and for any 
0

0x  satisfying 0 0max{ / } ( )i ix w  x� W , we get 

0( ( )) ( ) est stt e  x xW W , for all 0t  . Thus, any 

trajectory initiated inside the set (16), remains inside this set.  

( ) ( )vii v : If the set (16) is invariant, consider a trajectory 

of system (1)&(2) corresponding to some A A , initiated in 
0 (0) 0 x x , so that 0( ) xW . Along this trajectory, the 

inequality 0( ( )) ( )st stt e e W Wx x  holds true, which 

implies (13), in accordance with ([16], Theorem 4.2.11). The 
proof is completed, since the trajectory is arbitrary.  

Similarly, ( ) ( ), ( ) ( )i iv i vi   and ( ) ( )vi viii . ■ 

IV. RESULTS DERIVED FROM VERTEX MAJORIZATIONS  

This section presents analysis instruments for the 
dynamics of positive interval systems derived from the 
majorization (4) of the vertex matrices belonging to the set 

A  (3) of the interval matrix A  defined by (2). The 

proposed results rely on the following lemma, which refers 
to two arbitrary essentially nonnegative matrices (not 
necessarily vertices of an interval matrix). 

Lemma 2.  

Let  p1 , 1[ ] 0T
nv vv … ≫  and denote by 

diag{ }V v  the diagonal matrix with the entries defined by 

the positive vector v . Consider two matrices , n nℝM P  

that are essentially nonnegative and satisfy the 
componentwise inequality M P . Then 

 1 1( ) ( )p p  V M V V PV . (18) 

Proof: Considering a small 0h  , we get  
1 10 ( ) ( )h h    V I M V V I P V ,  

which, for any 
nℝy , leads to the vector inequality  

1 1| ( ( ) ) | | | | ( ( ) ) | | |h h   V I M V y V I P V y .  

Relying on the monotonicity of the vector p-norm ([15], 
Theorem 5.5.10) we get  

1 1
|| ( ( ) ) | || ( ( ) ) | | ||p ph h

    V I M V y | V I M V y  

1 1
|| ( ( ) ) | | || || ( ) || || ||

   p ph hV I P V y V I P V y . 

Taking || || 1p y , we get the matrix norm inequality 

1 1

|| || 1
|| ( ) | max || ( ( ) ) |p p

p

h h 


   

y
V I M V | V I M V y |  

1
|| ( ) ||ph

 V I P V ,  

which implies  
1 1

(|| | 1) / (|| || 1) /p ph h h h
     I V MV | I V PV .  

By using 0h , the inequality 
1 1

( ) ( )p p  V MV V PV  

is obtained, meaning that (18) is true.  ■ 

Theorem 2 

Consider the positive interval system (1)&(2). The 
following statements are equivalent:  

(i) Matrix A  is Hurwitz stable. 

(ii) All matrices A A  are Hurwitz stable. 
(iii) There exists p, 1 p   , so as there exist a positive 

vector 
n

p v ℝ , 0pv ≫ , and a negative constant 0ps   so 

that matrix diag{ }p pV v  fulfills the inequality   

 1( )p p p ps   V A V .  (19) 

(iv) For any p, 1 p   , there exist a positive vector 

n
p v ℝ , 0pv ≫ , and a negative constant 0ps   that 

matrix diag{ }p pV v  fulfills inequality (19). 

(v) There exists p, 1 p   , so that there exist a positive 

vector 
n

p v ℝ , 0pv ≫ , and a negative constant 0ps  , 

for which the function  

 1: , ( ) || ||n
p p p p


  x V xV Vℝ ℝ , (20) 

with diag{ }p pV v , is a Lyapunov function for the interval 

system (1)&(2), satisfying the inequality 

 
1

0

D ( ( ))

lim ( ( )) ( ( )) ( ( ))

t p

p p p phh

t

t h t s t







     

x

x x x

V

V V V
 (21) 

along any non-trivial trajectory. 
(vi) For any p, 1 p   , there exist a positive vector 

n
p v ℝ , 0pv ≫ , and a negative constant 0ps   for 

which pV  (20) is a Lyapunov function for the interval 

system (1)&(2), satisfying inequality (21) along any non-
trivial trajectory. 
(vii) There exists p, 1 p   , so as there exist a positive 

vector 
n

p v ℝ , 0pv ≫ , and a negative constant 0ps   , 

for which the set  

 1( ) || || , , 0,ps tn
p p pt e t 

     x V xX ℝ ℝ  (22) 

is positively invariant with respect to the trajectories of the 
interval system (1)&(2). 
(viii) For any p, 1 p   , there exist a positive vector 

n
p v ℝ , 0pv ≫ , and a negative constant 0ps   for 

which the set ( )p tX  (22) is invariant with respect to the 

trajectories of the interval system (1)&(2). 

Proof. ( ) ( )i ii : It is similar to the proof of Theorem 1. 

( ) ( )i iv : We first prove that for any 0  , there exist 
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max max[ ( ), ( ) )ps     A A  and n
p v ℝ , 0pv ≫ , 

such that 1( )p p p ps   V A V , with diag{ }p pV v . 

Consider 0   satisfying 0  I A . Assuming that 
A  is irreducible, the left, and right Perron-Frobenius 

eigenvectors of A  are positive, 1( ) [ ] 0T
n

  ℓ …ℓ ≫Aℓℓℓℓ , 

1( ) [ ] 0T
nr r  … ≫r A . The theorem presented by [17] 

yields 1|| ( ) ||p p p   V A I V max ( )  A I , with 

1/ 1/ 1/ 1/
1 1[ / / ] 0

q p q p T
p n nr r ℓ ⋯ ℓ ≫v  where 1/ 1/ 1p q  , 

1 q    (with 1/ 1, 1/ 0p q  , and 1/ 0, 1/ 1p q  ). 

Thus, for the left hand side of (19) we write  
1 1

0

1 1
max max

( ) lim(|| ( ) || 1) /

lim ( ( ( ) ) ) ( )




   

   



   



   

   

p p p p p p
h

p p p p

I h h

V V

V A V V A V

V A I V A
  

Since 1
max max( ) ( )p pV V   A A , inequality (19) is 

satisfied as equality, with max( ) 0ps   A  and 0pv ≫ . 

If matrix A  is reducible, then the above approach can be 

used for the irreducible matrix ( )c c  A A E , where 

0c  , and 
n n

ije    E ℝ  with 0iie   and 1ije   for 

i j . For 0  , there exists ( ) 0c    so as 

max max( ( ( )) ( )ps c      A A , in the sense that ps  

can be taken as close to max( ) 
A  as we want. By 

considering 
1/ 1/ 1/ 1/
1 1( ) [ / / ] 0

q p q p T
p n nc r r ℓ ⋯ ℓ ≫v  defined 

by the entries of the positive eigenvectors of ( )cA , i.e.

1( ( )) [ ] 0T
nc  ℓ …ℓ ≫Aℓℓℓℓ , 1( ( )) [ ] 0T

nc r r  … ≫r A , we 

can write 1(( ( )) ( ) ( ))p p p pc c c s   V A V , where 

( ) diag{ ( )}p pc cV v . On the other hand, Lemma 2 ensures 

1 1(( ( )) ( )) (( ( )) ( ) ( ))p p p pc c c c c    V A V V A V . Since 

A  is Hurwitz, i.e. max ( ) 0  A , there exists 0ps  , 

such that (19) holds true with pv  or ( )p cv  discussed above. 

( ) ( )iv iii : It is obvious.  

( ) ( )iii i : It results from the inequality max ( )  A  

1 1
max ( ) ( ) 0p p p p pV      V A V A V . 

( ) ( )iv vi : Consider an arbitrary p, 1 p   , and ( )p xV  

of form (20), where the diagonal, positive definite matrix 

pV  satisfies (19). Along any nontrivial trajectory of system 

(1)&(2) (corresponding to an arbitrary A A ) the function 

( )p xV  is positive definite, and for the Dini derivative we 

can write 1

0
( ( )) lim ( ( )) ( ( ))


     p p phh

D t t h tx x xV V V  

1 11

0
lim (|| ( ) || || ( ) || ) 


  h

p p p phh
e t tAV x V x  

1 1 11

0
lim (|| || || ( ) || || ( ) || )  


  h

p p p p p p phh
e t tAV V V x V x  

1 11

0

lim (|| || 1) || ( ) || 



 
   
  

h
p p p p ph

h

e tAV V V x  

1 1( ) || ( ) ||   p p p p px tV AV V  

1 1( ) || ( ) || ( ( ))    p p p p p p px t s tV A V V xV   

Subsequently, inequality (21) is satisfied.  

( ) ( )vi v : It is obvious.  

( ) ( )v iii : Consider an arbitrary non-trivial trajectory ( )tx  

generated by A , which is initiated in 0 0x . Inequality 

(21) implies 1 1 0|| ( )|| || ||ps t
p p p pt e V x V x , for any nt ℝ  

and 0 0x , as per ([16], Theorem 4.2.11). Hence, 
1

0 0

1

1 1 0 1

1 0 1 0
0 0

|| || || ||

|| ( )( ) || || ( ) ||
sup sup

|| || || ||

p p

p

h h
p p p p

h
p p p p p p s h

p p p p

e e

e h
e

  





  

 
 

 

  

V A V A

A

x x

V V

V V V x V x

V x V x

which yields  

 1
1 1

0
( ) lim || || 1p ph

p p p phh
e

  


  V A V

V A V  

 1

0
lim 1ps h

phh
e s


   , showing that (19) is satisfied. 

( ) ( )vi viii  It is similar, mutatis mutandis, to the proof of 

implication ( ) ( )v vii  of Theorem 1.  

( ) ( )viii vii  It is obvious.  

( ) ( )vii v  It is similar, mutatis mutandis, to the proof of 

implication ( ) ( )vii v  of Theorem 1.  ■ 

V. DISCUSSION ON TECHNIQUES OF SECTION III  
VS. SECTION IV 

A. Noticeable results for interval systems 

Both Theorem 1 and Theorem 2 show that a series of 
dynamical properties of the interval system (1)&(2) can be 
characterized (by equivalence) via the algebraic properties 

of the vertex A . Taking into account that (i), (ii) are 
identical in Theorem 1 and Theorem 2 we still have to 
discuss the connections clustered below in groups: 
(a) The solvability of the inequalities of forms presented by 
Theorem 1 (iii), (iv) vs. Theorem 2 (iii), (iv) is related to the 
following particular cases of measure inequality (19):  

• (19) for p    is equivalent to (10) with 0  ≫v w , 

0s s   ; • (19) for 1p   is equivalent to (11) with 

1 0v w≫ , 1 0s s  . 

(b) The existence of Lyapunov functions of forms presented 
by Theorem 1 (v), (vi) vs. Theorem 2 (v), (vi) is related to 
the following particular expressions of functions (20), 
satisfying inequality (21): 
• (20)&(21) for p    is equivalent to (12)&(13) with 

( ) ( ) x xV W , where 0  ≫v w , 0s s   . 

• (20)&(21) for 1p   is equivalent to (14)&(15) with 

1( ) ( )x xV W , where 1 10, 0s s  ≫v w . 

145



(c) The existence of invariant sets of forms presented by 
Theorem 1 (vii), (viii) vs. Theorem 2 (vii), (viii) is related to 
the following particular shapes of exponentially decreasing 
sets (22): 

• (22) for p    is equivalent to (16) with ( ) ( ) x xX X  , 

where 0  ≫v w , 0s s   . 

• (22) for 1p   is equivalent to (17) with 1( ) ( )x xX X  , 

where 1 0v w≫ , 1 0s s  . 

The above comparative analysis shows that despite the 
completely different background of Theorems 1 and 2, the 
former may be seen as a particular case of the latter, 

corresponding to the {1, }p  . This is because the role of 

A  in the vertex set A  (3) of the interval matrix A  allows 

one to use either tools typical to set representatives (Section 
III), or tools typical to matrix majorizations (Section IV). 

B. Modest results for arbitrary polytopic systems 

If A  is a matrix polytope with arbitrary structure (not an 
interval matrix) then the overlapping of the tools developed 
by Sections III and IV does not hold any more. Theorem 2 
(that provides generous results for interval matrices) is not 
valid for matrix polytopes (except for the rare structures 
with a dominant vertex– as analyzed by our previous work 
[13]). Generally speaking, the dominant eigenvalue of the 

row representatives    differs from the dominant 

eigenvalue of the column representatives  , being 

provided by different matrices. Subsequently, Theorem 1 
can be split into two separate parts, as follows (where the 
notations are preserved as in Section III). Part 1: if the 

dominant eigenvalue    is given by a single row 

representative denoted A , then the equivalence 

( ) ( ) ( ) ( )i iii v vii    holds true. Part 2: if the dominant 

eigenvalue   is given by a single column representative 

denoted A , then ( ) ( ) ( ) ( )i iv vi viii    holds true.  

VI. CONCLUSIONS 

The current paper develops a comparative study for 
exploring the dynamics of a positive interval system defined 

by an interval matrix [ , ] n n   A A ℝA , by two types 

of techniques. The first type of techniques is based on row 
and column representatives corresponding to the set of 
interval matrix vertices; the results point out the equivalence 

between • the Hurwitz stability of matrix A , • the 
existence of linear-type and max-type Lyapunov functions, 
• the existence of hyper-rhombic and -rectangular 
exponentially decreasing sets that are positively invariant 
with respect to the interval system dynamics. The second 
type of techniques employs the properties of the dominant 

vertex A  of the positive interval matrix A ; the results 
show the equivalence between • the Hurwitz stability of 

matrix A , • the fulfillment of a matrix measure inequality 
corresponding to arbitrary Hӧlder norms, • the existence of 
Lyapunov functions defined by weighted vector norms, • the 

existence of exponentially decreasing sets with general 
forms, which are positively invariant with respect to the 
interval system dynamics. Due to the limited length of this 
paper, the comparative study of the two classes of results 
could not be illustrated through a numerical example. Even 
though not explicitly discussed above, the results obtained 
in this paper for continuous-time positive interval systems 
can be extended mutatis mutandis, to the discrete-time case. 
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